
training purposes.4 The chatbot market has made significant 
progress this year with the introduction of Chat Generative 
Pre-trained Transformer-4.0 (ChatGPT-4.0), an enhanced 
iteration of Open AI’s ChatGPT-3.5. Microsoft has 
integrated this ChatGPT-4.0 system into its own AI, Bing 
chat, while Google has deployed its Bard AI, resulting in 
a substantial advancement in the chatbot industry. Several 
publications were published in 2023 assessing the efficacy 
of these chatbots in medical examinations.5,6 Particularly 
in the discipline of ophthalmology, comprehensive 
assessments of board examinations were of primary 
importance.7,8,9,10

INTRODUCTION

Technological advancements in the post-millennium era 
have progressed swiftly, with notable acceleration in recent 
years, particularly in the realm of artificial intelligence.1 
The utilization of deep learning and large language 
models (LLMs) in daily activities has commenced due to 
significant progress in these fields.2 LLMs are currently 
being investigated in various domains within the medical 
industry, including education, diagnosis, patient care 
and training, and teaching, and their influence is starting 
to become evident.3 LLM-supported AI chatbots have 
particular utility in the field of medicine for educational and 
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ABSTRACT

Purpose: Large language models can be used for education and training in glaucoma theoretically. The aim of study is to determine the 
proficiency and differences of chatbots in the field of glaucoma through self-assessment questions
Materials and Methods: The self-assessment questions in the last decade were obtained from the American Academy of Ophthalmology 
Basic and Clinical Science Course Glaucoma Section books to be used in the study. These questions were asked one by one to 
ChatGPT-3.5 and 4.0, Bing and Bard respectively. The answers recorded as true and false were analyzed to evaluate the performance 
of artificial intelligence chatbots. Questions were evaluated in six main categories. In addition to descriptive statistical methods, the 
Fisher’s exact test and Pearson’s chi-square test was used to analyze the chatbots both pairwise and together.

Results: ChatGPT-4.0 had the highest correct response rate at 85.10%. Bing had a good accuracy rate of 81.80%. Bard and ChatGPT-3.5 
underperformed, at 67.80% and 64.50%, respectively. There was statistical significance when all groups were compared(p<0.05). In 
pairwise comparison, there was a statistically significant difference between ChatGPT-4.0 with Bard and ChatGPT-3.5 and between 
Bing with Bard and ChatGPT-3.5(p<0.05). No significant difference was observed between ChatGPT-4.0 and Bing, Bard and ChatGPT-
3.5(p>0.05).
Conclusion: ChatGPT-4.0 and Bing showed an impressive correct response rate, while ChatGPT-3.5 and Bard were unfortunately 
inadequate. ChatGPT-4.0 and Bing have the potential to be used in education and training if care is taken to avoid misinformation, 
inaccurate results, and bias. Bard has a low response rate but is open to improvement. 
Keywords: Large language models, glaucoma, ChatGPT, Bing, Bard.
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variables. Kolmogorov-Smirnov test was performed to 
investigate normal distribution. Pearson’s chi-squared 
was used to analyze nominal independent values together. 
Fisher’s exact test was used to compare groups pairwise 
within themselves. A p value less than 0.05 was considered 
statistically significant.

RESULTS

ChatGPT-4.0 had the highest accuracy rate with 85.10% 
correct answers. Bing had a good success rate of 81.80%. 
Bard and ChatGPT-3.5 answered the questions correctly 
with 67.80% and 64.50% respectively. The rate of all four 
AIs having the same answer to the question was 47.10%. 
A statistically significant difference was observed when 
the results of 4 chatbots were compared together using 
Pearson Chi square test (p<0.01). 

The Kolmogorov-Smirnov test result showed that there 
was no normal distribution (p<0.01). Therefore, pairwise 
comparisons were made using the 2-sided Fisher’s 
exact test. According to these results, the acuity of 
ChatGPT-4.0 was statistically significantly more accurate 
than ChatGPT-3.5 and Bard (p<0.05). And a statistically 
significant difference was observed between Bing with 
ChatGPT-3.5 and Bard (p<0.05). There was no statistically 
significant difference between Bard and ChatGPT-3.5 and 
between ChatGPT-4.0 and Bing (p>0.05). Table 1 shows 
all comparative results.

There were 23 questions in group 1, 12 in group 2, 23 in 
group 3, 22 each in groups 4 and 5, and 19 in group 6. 
ChatGPT-4.0 was the most successful chatbot for groups 
1, 3, 4, and 6, showing significant differences only with 
ChatGPT-3.5 in groups 1 and 6. For group 2, Bing was 
the most successful, with significant differences from the 
other chatbots. In group 5, Bing was also the top performer, 
showing significant differences from the other chatbots 
except ChatGPT-4.0. No statistically significant differences 

In this study, we aimed to evaluate the performance of 
ChatGPT-3.5 and 4.0, Bing and Bard, the most popular 
and widely used LLM-supported chatbots, on glaucoma 
questions by comparing them with each other.

MATERIALS AND METHODS

A total of 121 study questions were obtained from the self-
assessment test of the last decade in the American Academy 
of Ophthalmology Basic and Clinical Science Course 
Glaucoma books. There were a total of 133 questions with 
four major revisions in the last 10 years. Exam questions 
from the last 10 years were used in order to increase the 
diversity of questions, but not to be outdated. Since 12 of 
these questions were exactly the same, 121 questions were 
used in the study. For subgroup analysis, questions were 
divided into six main categories: group 1 as epidemiology 
and genetic questions, group 2 as anatomy questions, 
group 3 as pathogenesis and pathophysiology questions, 
group 4 as questions associated with diagnostic tools and 
procedures, group 5 as treatment management questions 
and lastly group 6 as clinical case scenarios are defined. 
The questions were asked individually to ChatGPT-3.5 
and ChatGPT-4.0, Bing and Bard in December 2023. 
There was no prompting or re-asking. If the chatbot did 
not indicate the correct answer, the answer was recorded as 
wrong. To avoid subjectivity, questions were asked as they 
were in the test without difficulty categorization and were 
not compared with those of human participants. Responses 
were recorded as correct and incorrect and evaluated by 
statistical analysis. Subgroups were analyzed individually 
for subgroup evaluation. This study is exempt from ethics 
committee approval as the subject of the study does not 
include living beings.

Statistical Analysis

Statistical program was performed with SPSS for 
Macintosh Client 25.0 (2016, IBM, Chicago, IL). 
Descriptive tests and n (%) were used for categorical 

Table 1: Statistical pairwise comparison of accuracy rates to AI chatbots with 2-sided Fisher’s exact test.
AI Chatbots p value AI Chatbots p value

ChatGPT-4.0 vs. ChatGPT-3.5 p=0,006 ChatGPT-3.5 vs. Bing p=0,002
Bing p=0,051 Bard p=0,075
Bard p=0,002 ChatGPT-4.0 p=0,006

AI Chatbots p value AI Chatbots p value
Bing vs. Bard p=0,045 Bard vs. ChatGPT-3.5 p=0,075

ChatGPT-3.5 p=0,002 ChatGPT-4 p=0,002
ChatGPT-4 p=0,051 Bing p=0,045
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sentences just like humans. Software differences, the data 
set used in the pre-training phase, and access to data on the 
internet affect the performance of chatbots.2

Among the currently most utilized chatbots, ChatGPT-4.0 
stands at the forefront of the most popular conversational 
assistants. It was released in March 2023, marking a 
significant advancement over its predecessor, version 
3.5.14 ChatGPT-4.0 has limited internet access, but when 

were observed when each chatbot was analyzed across all 
subgroups (p>0.05). Figure 1 and Table 2 provide detailed 
results.

DISCUSSION

Ophthalmology is one of the departments most intertwined 
with technological developments.11 LLMs, are a class of 
AI models designed to understand and construct words and 

Table 2: Correct response rates according to Chatbots and statistical comparison of subgroups together.
Question 
numbers

ChatGPT-3.5 ChatGPT-4.0 Bing Bard Overall values 
for each group

Accuracy p value Accuracy p value Accuracy p value Accuracy p value Accuracy
Group 1 23 65,20% p=0.063 91,30% p<0.001 78,30% p=0.018 82,60% p=0.009 79,35%
Group 2 12 58,30% p=0.422 66,70% p=0.286 83,30% p=0.004 58,30% p=0.448 66,65%
Group 3 23 65,20% p=0.212 91,30% p<0.001 67,00% p=0.117 73,90% p=0.037 74,35%
Group 4 22 68,20% p=0.588 95,50% p=0.008 90,90% p=0.033 72,70% p=0.302 81,83%
Group 5 22 68,20% p=0.492 77,30% p=0.033 86,40% p=0.001 54,50% p=0.451 71,60%
Group 6 19 57,90% p=0.564 78,90% p=0.012 63,20% p=0.083 57,90% p=0.083 64,48%
Overall values for 
each LLM

121 64,50% p=0.482 85,10% p<0.001 81,80% p=0.006 67,80% p=0.368 74,80%

*Group 1: Epidemiology and genetic questions, Group 2: Anatomy questions, Group 3: Pathogenesis and pathophysiology 
questions, Group 4: Questions associated with diagnostic tools and procedures, Group 5: treatment management questions, Group 
6: Clinical case scenarios.
** p values with statically significant are shown with bold characters.
*** The all groups are compared with Pearson Chi Square test.

Figure 1: Accuracy of Chatbots for Glaucoma section self-assessment questions with subgroups. 
(*Group 1: Epidemiology and genetic questions, Group 2: Anatomy questions, Group 3: 
Pathogenesis and pathophysiology questions, Group 4: Questions associated with diagnostic tools 
and procedures, Group 5: treatment management questions, Group 6: Clinical case scenarios.)
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questions from the Basic Science and Clinical Science Self-
Assessment Program, their performances were measured 
at 72.2%, 58.8%, 71.6% and 71.2%, respectively.8 In 
another study in which part 1 Fellowship of the Royal 
College of Ophthalmologists Multiple Choice questions 
were evaluated in ChatGPT, Bard, and human participants, 
ChatGPT outperformed humans while Bard was inferior.9 
In a study where ChatGPT-3.5 was evaluated based on 
11 questions prepared in glaucoma based on clinical case 
style, it was correct in 8 cases (72.7%).19 Our results are 
similar to those of these studies. By a narrow margin, 
ChatGPT-4.0 was the most successful. ChatGPT-3.5 lags 
behind and will probably not improve its performance. 
However, if Bard can continue its development, it seems 
to have the potential to increase its success, like other 
chatbots.

Considering the subgroup analyses, it is observed that 
although ChatGPT-4.0 is the most superior chatbot on 
average, Bing is more successful in two subgroups, and 
Bard is close to ChatGPT-4.0 in two groups. ChatGPT-3.5 
shows the lowest correct answer in all subgroups except 
Group 5. Although Bing shows a statistical difference in 
the second group with anatomy questions, this section has 
the least number of questions, a better evaluation could 
have been made if the number of questions were more. 
These differences may be due to the fact that the artificial 
intelligence algorithms mentioned above are different from 
each other.

Apart from exams, there are studies evaluating chatbots 
in different areas, like counseling in ophthalmology. 
Different results were obtained in these studies. ChatGPT 
was found to be insufficient for emergency eye cases; 
it was shown that it gave dangerous and inappropriate 
responses for counseling in vernal keratoconjunctivitis; 
it was emphasized that it should be more reliable and 
reproducible in various fields for uveitis; and it was 
stated that it generally gave appropriate answers about 
myopia, but it was stated to be careful about inaccurate 
and misinterpreted answers.20,21,22,23 Currently, despite 
their high potential, using LLMs requires caution in areas 
such as patient counseling and treatment, complication 
management, and side effect management. Otherwise, the 
consequences may be to the detriment of the patient.

The fact that chatbots can answer questions in the field of 
ophthalmology so accurately may allow them to be used 
in future ophthalmology-based exams in areas such as 
level determination, knowledge measurement, reliability 

answering questions, it relies on its own training and data. 
The lower versions do not possess any features related to 
internet searches. Both versions are currently available for 
use (December 2023).

Bing Chat is another LLMs that has been using the 
ChatGPT-4.0 architecture since April 2023.15 Microsoft 
has integrated this chatbot into its Bing search engine. 
Bing is currently free, has internet access.

Bard is a chatbot that uses the Pathway Language Model 
(PaLM), which was developed by Google.16 There is no 
question limit or hour limit. Bard has internet access. 
Due to all these differences and diversity, chatbots have 
different levels of understanding and response. Therefore, 
evaluating the question-solving capacity of the most 
widely used LLMs in the field of glaucoma is the main 
topic of this study. 

The question material was obtained from the glaucoma 
section of the American Academy of Ophthalmology, 
Basic and Clinical Science Course book, which has been 
the most fundamental and essential source of current 
information and techniques for examinations over the 
years.17 Sensoy et al. evaluated ChatGPT-3.5, Bing, and 
Bard over 36 questions using the 2022-2023 Basic and 
Clinical Science Course Ophthalmic Pathology and 
Intraocular Tumor Study questions section and found no 
statistical difference between them for performance. In the 
study where ChatGPT-4.0 could not be evaluated because 
it was not released to the market, the question set is similar 
to our study but covers only one year.18

Regarding the overall exam performance of the chatbots, 
it is seen that ChatGPT-4.0 is the most successful and 
Bing follows it. While there are various results for Bard 
and ChatGPT-3.5’s performance has started to lag behind 
compared to the others. In the French version of the 
European Board of Ophthalmology examination, 6785 
questions were asked to ChatGPT-4.0 and 6188 (91.2%) 
of these questions were answered correctly. For 500 
questions in the Japanese board exam, ChatGPT-3.5 and 
4.0 were compared with real students and the results were 
slightly different. While accuracy without prompting was 
22% and 45.8%, respectively, v4.0 with less prompting 
performed 46.2%. Interestingly, v3.5 responses were 2–3 
times lower than humans, while v4.0 was close to 70% 
similar to humans. The main difference may be related to 
the language being Japanese or the difficulty of the test.10 
In a study in which human participants, ChatGPT-3.5, 4.0 
and Bing were evaluated in 250 ophthalmology board style 
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